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p-wave superconductors allow for topological defects known as skyrmions, in addition to the usual vortices
that are possible in both s-wave and p-wave materials. In strongly type-II superconductors in a magnetic field,
a skyrmion flux lattice yields a lower free energy than the Abrikosov flux lattice of vortices and should thus be
realized in p-wave superconductors. We analytically calculate the energy per skyrmion, which agrees very well
with numerical results. From this, we obtain the magnetic induction B as a function of the external magnetic
field H and the elastic constants of the skyrmion lattice near the lower critical field Hc1. Together with the
Lindemann criterion, these results suffice in predicting the melting curve of the skyrmion lattice. We find a
striking difference in the melting curves of vortex and skyrmion lattices: while the former is separated at all
temperatures from the Meissner phase by a vortex liquid phase, the skyrmion lattice phase shares a direct
boundary with the Meissner phase. That is, skyrmion lattices never melt near Hc1 while vortex lattices always
melt sufficiently close to Hc1. This allows for a very simple test for the existence of a skyrmion lattice. Possible
muon spin rotation experiments to detect skyrmion lattices are also discussed.
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I. INTRODUCTION

One of the most fascinating phenomena exhibited by con-
ventional s-wave type-II superconductors is the appearance
of an Abrikosov flux lattice of vortices in the presence of an
external magnetic field H in a range Hc1� �H��Hc2 between
a lower critical field Hc1 and an upper critical field Hc2.1 It
has been known for quite some time both theoretically2–5 and
experimentally6,7 that these flux lattices can melt. The melt-
ing curve separates an Abrikosov vortex lattice phase from a
vortex liquid phase, and the vortex lattice was found to melt
in the vicinity of both Hc1 and Hc2, as shown in Fig. 1. The
melting occurs because the elastic constants of the flux lat-
tice �i.e., the shear, bulk, and tilt moduli� vanish exponen-
tially as a function of the growing lattice constant near these
field values. As a result, in clean superconductors, root-
mean-square positional thermal fluctuations ���u�x��2� grow
exponentially as a function of the lattice constant when these
fields are approached. According to the Lindemann criterion,
when these fluctuations become comparable to the lattice
constant a, the translational order of the flux lattice is de-
stroyed, i.e., the lattice melts.

Vortices are topological defects in the texture of the su-
perconducting order parameter, and in s-wave superconduct-
ors, where the order parameter is a complex scalar, only one
type of defect is possible. In p-wave superconductors, the
more complicated structure of the order parameter allows for
an additional type of topological defect known as a skyr-
mion. In contrast to vortices, skyrmions do not involve a
singularity at the core of the defect; rather, the order-
parameter field is smooth everywhere, as illustrated in Fig. 2.

Skyrmions were first introduced in a nuclear physics con-
text by Skyrme,8 and slight variations in this concept9 were
later shown or proposed to be important in superfluid
3He,10,11 in the blue phases of liquid crystals,12 in quantum
Hall systems,13,14 in itinerant ferromagnets,15 and in p-wave

superconductors.16 In the latter case, skyrmions carry a quan-
tized magnetic flux, as do vortices, although the lowest en-
ergy skyrmion contains two flux quanta while the lowest
energy vortex contains just one. For strongly type-II super-
conductors, skyrmions have a lower free energy than vorti-
ces, and a vortex lattice should thus be the state that occurs
naturally.16

Recent evidence of p-wave superconductivity in Sr2RuO4
�Refs. 17–19� provides motivation for further exploration of
the properties of skyrmion flux lattices in such systems.20 It

FIG. 1. External field �H� vs temperature �T� phase diagram for
vortex flux lattices. Shown are the Meissner phase, the vortex lattice
phase, the vortex liquid, and the normal state. Notice that the vortex
lattice is never stable sufficiently close to Hc1.
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was shown numerically by Knigavko et al.16 that the inter-
action between skyrmions falls off only as 1 /R with distance
R, as opposed to the exponentially decaying interaction be-
tween vortices. As a result, skyrmion lattices have a very
different dependence of the magnetic induction on the exter-
nal magnetic field near Hc1 than do vortex lattices. In this
paper we confirm and expand on these results. We show
analytically that the skyrmion-skyrmion interaction, in addi-
tion to a leading 1 /R dependence, has a correction propor-
tional to ln R /R2 that explains a small discrepancy between
the numerical results in Ref. 16 and a strict 1 /R fit; moreover
we calculate the interaction energy up to O�1 /R2�. We fur-
ther show that the melting curve of a skyrmion lattice is
qualitatively different from that of a vortex lattice. Namely,
skyrmion lattices melt nowhere in the vicinity of Hc1 so there
is a direct transition from the Meissner phase to the skyrmion
lattice �see Fig. 8 below�. Finally, we predict and discuss the
magnetic induction distribution n�B� of a skyrmion lattice
state as observed in a muon spin rotation ��SR� experiment.
For a vortex lattice, the exponential decay of the magnetic
induction B at large distances from a vortex core implies
n�B�� ln B /B. For a skyrmion lattice, we find that B decays
only algebraically, which leads to n�B��B−3/2. Some of these
results have been reported before in Ref. 21.

The paper is organized as follows. In Sec. II we review
the formulation in Ref. 16 of the skyrmion problem. In par-
ticular, we start from the Ginzburg-Landau �GL� model for
p-wave superconductors and consider the free energy in a
London approximation. We parametrize the skyrmion solu-
tion of the saddle-point equations and express the energy in
terms of the solution of the saddle-point equations. In Sec.
III we analytically solve these saddle-point equations pertur-
batively for large skyrmion radius R, and we calculate the
energy of a single skyrmion as a power series in 1 /R to order
1 /R2. In Sec. IV we determine the elastic properties of the
skyrmion lattice, and we predict the magnetic induction dis-
tribution n�B� as observed in a �SR experiment.

II. FORMULATION OF THE SKYRMION PROBLEM

In this section we review the formulation of the skyrmion
problem presented in Ref. 16, which derived an effective
action that allows for skyrmions as saddle-point solutions.

The resulting ordinary differential equations �ODEs� describ-
ing skyrmions16 are the starting point for our analytic treat-
ment.

A. Action in the London approximation

We start from a Landau-Ginzburg-Wilson �LGW� func-
tional appropriate for describing spin-triplet superconducting
order,

S =� dxL���x�,A�x�� , �2.1a�

with an action density

L��,A� = t���2 + u���4 + v�� � ���2

+
1

2m
�D��2 +

1

8�
�� � A�2. �2.1b�

Here ��x� is a three-component complex order-parameter
field,22 A�x� is the electromagnetic vector potential, and D
=�−iqA denotes the gauge-invariant gradient operator. m
and q are the mass and the charge, respectively, of a Cooper
pair, and we use units such that �=c=1. t, u, and v are the
parameters of the LGW theory.

Let us look for saddle-point solutions to this action. In a
large part of parameter space, namely, for v�0 and u	−v,
the stable saddle-point solution has the form ��x���
= f0�1, i ,0� /�2, where the amplitude f0 is determined by
minimization of the free energy.23 This is known as the 

phase, and it is considered the most likely case to be realized
in any of the candidates for p-wave superconductivity.24

Fluctuations about this saddle point are conveniently param-
etrized by writing the order-parameter field as

��x� =
1
�2

f�x�	n̂�x� + im̂�x�
 , �2.2�

where n̂�x� and m̂�x� are unit real orthogonal vectors in
order-parameter space and f�x� is the modulus of order pa-
rameter. With this parametrization, the action density can be
written

L = tf2 + �u + v�f4

+
1

2m
���f�2 + f2�1

2
��il̂�2 + �n̂ · �im̂ − qAi�2
�

+
1

8�
�� � A�2, �2.3�

where l̂= n̂�m̂, summation over repeated indices is implied,
and we have made use of the identities listed in Appendix A.

There are two length scales associated with the action
density 	Eq. �2.3�
. The coherence length � is determined by
comparing the f2 term with the ��f�2 term,

� = 1/�2m�t� . �2.4a�

It is the length scale over which the amplitude of the order
parameter will typically vary. The London penetration depth
� is determined by comparing the A2 term with the ��
�A�2 term,

�a� �b�

FIG. 2. �Color online� Order parameter configurations showing
�a� a vortex and �b� a skyrmion. The local order parameters are
represented by arrows on loci of equal distance from the center of
the defect. If the order-parameter space is two dimensional, only
vortices are possible, and there is a singularity at the center of each
vortex, �a�. If the order-parameter space is three dimensional, a
skyrmion can form instead, where the spin direction changes
smoothly from “down” at the center to “up” at infinity, �b�.
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� = �m/4�q2�f�2. �2.4b�

The ratio of these two length scales, 
�� /�, is the
Ginzburg-Landau parameter. Now we write f�x�= f0+�f�x�,
with f0=�−t /2�u+v�. Deep inside the superconducting
phase, where −t	0 is large, the amplitude fluctuations �f are
massive. Moreover to study low-energy excitations, one can
integrate out f in a tree approximation. This approximation
becomes exact in the limit of large 
 and is known in this
context as the London approximation. We introduce dimen-
sionless quantities by measuring distances in units of � and
the action in units of �0

2 /32�3�, and we introduce a dimen-
sionless vector potential a=2��A /�0, with �0=2� /q as the
magnetic-flux quantum. Ignoring constant contributions to
the action, we can then write the action density in London
approximation as follows:16

LL =
1

2
��il̂�2 + �n̂�im̂ − ai�2 + b2, �2.5�

with b=��a. The above derivation makes it clear that this
effective action is a generalization of the O�3� nonlinear
sigma model 	represented by the first term on the right-hand
side of Eq. �2.5�
 that one obtains for a real three-vector
order parameter by integrating out the amplitude fluctuations
in tree approximation.25

B. Saddle-point solutions of the effective action

We now are looking for saddle-point solutions to the

effective-field theory 	Eq. �2.5�
. Considering l̂ and n̂ as in-

dependent variables, and minimizing with respect to l̂ subject

to the constraints l̂2= n̂2=1 and l̂ · n̂=0, yields

�2l̂ − l̂�l̂ · �2l̂� + 2Ji�l̂ � �il̂� = 0, �2.6a�

with

J = � � b �2.6b�

as the supercurrent. The variation with respect to a is
straightforward and yields a generalized London equation,

ai + Ji = n̂�im̂ . �2.6c�

It is convenient to take the curl of Eq. �2.6c� and use Eq.
�A3� to express the right-hand side of the resulting equation

in terms of l̂. We then obtain the saddle-point equations as a
set of coupled partial differential equations �PDEs� in terms

of b and l̂ only:

bi − �2bi =
1

2
�ijkl̂ · �� jl̂ � �kl̂� , �2.7a�

�2l̂ − l̂�l̂ · �2l̂� + 2�ijk� jbk�l̂ � �il̂� = 0. �2.7b�

Notice that the right-hand side of Eq. �2.7a� is valid in this

form only at points where l̂�x� is differentiable 	see Eq.
�A3�
. Field configurations that obey these PDEs have an
energy

E =� dx�1

2
��il̂�2 + �n̂ · �im̂ − a�2 + b2 − 2h · b
 , �2.8�

where we have added a uniform external magnetic field h
measured in units of �0 /2��2. Notice that the energy de-

pends on n̂ and m̂, whereas Eq. �2.7� depends only on l̂, and

that different choices of n̂ and m̂ can lead to the same l̂.
Therefore, a field configuration satisfying Eq. �2.7� is only
necessary for making the energy stationary but not sufficient.

1. Meissner solution

A very simple order-parameter configuration consists of
constant n̂�x� and m̂�x� everywhere �see Fig. 3�. This leads

to an l̂�x�� l̂ that is constant everywhere. Equation �2.7b� is
then trivially satisfied. The right-hand side of Eq. �2.7a� van-
ishes, and hence the PDE for b reduces to the usual London
equation with a solution b�x��0 in the bulk. This solution
describes a Meissner phase with energy EM =0.

2. Vortex solution

Now consider a field configuration where n̂�x� and m̂�x�
are confined to a plane �say, the x-y plane� but rotate about
an arbitrarily chosen point of origin,

n̂�x� = �cos �,sin �,0� ,

m̂�x� = �− sin �,cos �,0� , �2.9�

where � denotes the azimuthal angle in the x-y plane with
respect to the x axis. This field configuration, known as a

vortex and shown in Fig. 4, corresponds to a constant l̂ ev-
erywhere except at the origin, where there is a singularity.

Therefore, the right-hand side of Eq. �2.7a� is not appli-
cable, and we return to Eq. �2.6c�, which takes the form

ai + �ijk� jak = �i� . �2.10�

For any closed path C in the x-y plane that surrounds the
origin, one has
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FIG. 3. �Color online� Configurations of the vectors �̂, m̂, and n̂
in a Meissner phase. All three vectors point in the same direction
everywhere.
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�
C

d� · ���x� = 2� , �2.11a�

or, by Stokes’ theorem,

�
A

ds · 	� � ���x�
 = 2� , �2.11b�

where A is the surface whose boundary is C.26 This quanti-
zation condition shows that, instead of Eq. �2.7a�, we have

b�x� − �2b�x� = 2�ẑ��x���y� . �2.12�

This is solved by a b that is equal to the boundary-condition
value everywhere along the z axis and that falls off exponen-
tially away from the z axis. This solution is known as a
vortex, and the amount of magnetic flux contained in one
vortex is one flux quantum �0.26 It is the precise analog of,
and indeed essentially identical to, the familiar vortex in con-
ventional s-wave superconductors.

The energy of a vortex given by Eq. �2.12�, as calculated
from Eq. �2.8�, is logarithmically infinite. This is due to the
pointlike nature of the vortex core where the amplitude of
the order parameter goes discontinuously to zero. In reality,
the amplitude cannot vary on length scales shorter than the
coherence length �, which provides an ultraviolet cutoff. The
energy is then proportional to ln 
.1 In an external magnetic
field this energy cost is offset by the magnetic energy gain
due to letting some flux penetrate the sample. For 
 larger
than a critical value 
c=1 /�2, and for external fields larger
than the lower critical field Hc1, a hexagonal lattice of vorti-
ces has a lower energy than the Meissner phase. This state is
known as an Abrikosov flux lattice and is precisely the same
as that in conventional s-wave superconductors.1

3. Skyrmion solution

Due to the three-component nature of the order parameter,
more complicated solutions of the saddle-point equations can

be constructed for which the vector l̂ is not fixed. Let � be

the angle between l̂ and the z axis, and consider a cylindri-
cally symmetric field configuration parametrized as

l̂ = êz cos ��r� + êr sin ��r� ,

n̂ = 	êz sin ��r� − êr cos ��r�
sin � + ê� cos � ,

m̂ = 	êz sin ��r� − êr cos ��r�
cos � − ê� sin � .

�2.13�

For this to minimize the energy, l̂ at large distances from the
origin must be constant because of the first term in the en-
ergy 	Eq. �2.8�
. Moreover for a skyrmion centered in a cyl-

inder of radius R, we take l̂ to point in the +z direction for
r=R, ��r=R�=0. The quantization condition analogous to
Eq. �2.11b� for the vortex is27,28

� dxdy�ijl̂ · ��il̂ � � jl̂� = 8� . �2.14�

To be consistent with this, l̂ must point in the −z direction at
the origin, ��r=0�=�.

Equation �2.13� parametrizes the order parameter in terms
of a function ��r�. In addition, the energy depends on the
vector potential which we take to be purely azimuthal, in
accordance with our cylindrically symmetric ansatz,

a�x� = a�r�ê�. �2.15�

With this parametrization, we obtain from Eq. �2.8� the
energy per unit length, along the cylinder axis, of a cylindri-
cally symmetric skyrmion in a region of radius R,

E/E0 =
1

2
�

0

R

drr�	���r�
2 +
1

r2sin2 ��r��
+ �

0

R

drr�1

r
	1 + cos ��r�
 + a�r��2

+ �
0

R

drr�a�r�
r

+ a��r�
2

, �2.16�

where E0= ��0 /4���2. This expression was first obtained in
Ref. 16. The three terms correspond to the three terms in the
London action 	Eq. �2.5�
. They represent the energy of the
nonlinear sigma model, the kinetic energy of the supercur-
rent, and the magnetic energy, respectively. Minimization of
E with respect to ��r� and a�r� yields Euler-Lagrange equa-
tions,

���r� +
1

r
���r� =

− sin ��r�
r

�2 + cos ��r�
r

+ 2a�r�
 ,

�2.17a�

a��r� +
1

r
a��r� −

1

r2a�r� = a�r� +
1

r
	1 + cos ��r�
 .

�2.17b�

This set of coupled nonlinear ODEs must be solved subject
to the boundary conditions ��r=0�=� and ��r=R�=0, as
explained above. The solution is known as a skyrmion, and
each skyrmion contains two flux quanta.28 Since Eq. �2.7� are
necessary for making the energy stationary, the solution of
Eq. �2.17�, inserted in Eqs. �2.13� and �2.15�, is guaranteed to
be a solution of Eq. �2.7� as well.
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FIG. 4. �Color online� Configurations of the vectors �̂, m̂, and n̂

for a vortex. �̂ is constant, whereas m̂ and n̂ rotate about the vortex
core. Notice that the vector shown in Fig. 2�a� is n̂.
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The energy of a single skyrmion is finite even in London
approximation �see Sec. III below�. For large values of the
Ginzburg-Landau parameter 
, a skyrmion therefore has a
lower energy than a vortex, and the value of the lower criti-
cal field Hc1, at which the Meissner phase becomes unstable,
is correspondingly lower for skyrmions than for vortices.
This is the basis for the expectation that, in strongly type-II
�i.e., large-
� p-wave superconductors, a skyrmion flux lat-
tice will be realized rather than a vortex flux lattice.

III. ANALYTIC SOLUTION OF THE SINGLE-SKYRMION
PROBLEM

We now need to solve the coupled ODEs 	Eq. �2.17�
.
Due to their nonlinear nature, this is a difficult task, and in
Ref. 16 it was done numerically. It, however, turns out that
one can construct a perturbative analytical solution in the
limit of large skyrmion radius, R��, with � /R as a small
parameter. This provides information about the supercon-
ducting state near Hc1, where the system is always in that
limit. We will construct the perturbative solution, and calcu-
late the energy, to second order in the small parameter. Our
general strategy is as follows. We use Eq. �2.17b� to itera-
tively express a in terms of � and its derivatives. Substitution
in Eq. �2.17a� then yields a closed ODE for ��r� that has to
be solved.

A. Zeroth order solution

Let us first consider R=�. For r→�, the left-hand side of
Eq. �2.17b� falls off as 1 /r2, and hence the vector potential,
to zeroth order for large r, is given by

a��r� = −
1

r
	1 + cos ��r�
 . �3.1�

Note that we use the exact ��r� in this expression, not the
zeroth order approximation to it. Since we can only compute
��r� perturbatively, this expression for the zeroth order vec-
tor potential will itself have to be expanded perturbatively
later. Substitution in Eq. �2.17a� yields

r2���r� + r���r� =
1

2
sin	2��r�
 . �3.2�

The solution obeying the appropriate boundary condition is16

���r� = f�r/�� , �3.3a�

with

f�x� = 2 arctan�1/x� . �3.3b�

The length scale � is arbitrary at this point and will be de-
termined later from the requirement ��r=R���=0. For R
�1 it will turn out that ���R. The skyrmion solution is
schematically shown in Fig. 5.

B. Perturbation theory for Rš1

We now determine the corrections to the zeroth order so-
lution. Let us write ��r�=���r�+���r� and a�r�=a��r�
+�a�r� and require ��a�r��� �a��r�� and ����r���1.29 An in-

spection of the ODEs 	Eq. �2.17�
 shows that, for r�O���,
the corrections can be expanded in a series in powers of 1 /�,

���r� =
1

�2g�r/�� +
1

�4h�r/�� + O�1/�6� , �3.4a�

�a�r� =
1

�3��r/�� +
1

�5
�r/�� + O�1/�7� . �3.4b�

The functions � and 
 can be determined by substituting Eq.
�3.4b� in Eq. �2.17b�, and equating coefficients of powers of
1 /�. The resulting equations for � and 
 are linear algebraic
equations, not ODEs, because terms involving derivatives of
� and 
 only enter at higher order in 1 /�, as one can verify
by direct calculation. Hence, the solutions for � and 
 can be
read off at once and are

��x� =
16x

�1 + x2�3 , �3.5a�


�x� = 2
�3x4 − 6x2 − 1�

x2�1 + x2�3 g�x� − 2
�3x2 − 1�
x�1 + x2�2g��x� +

2

1 + x2g��x�

+ A�x� , �3.5b�

where

A�x� = ���x� +
1

x
���x� −

1

x2��x� =
384x�x2 − 1�

�1 + x2�5 .

�3.5c�

Similarly, by comparing coefficients in Eq. �2.17a� we find
ODEs for the functions g and h,

g��x� +
1

x
g��x� −

1

x2cos	2f�x�
g�x� = −
2

x
sin	f�x�
��x� ,

�3.6a�
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FIG. 5. �Color online� Configurations of the vectors �̂, m̂, and n̂

for a skyrmion. Notice that the vector shown in Fig. 2�b� is �̂.
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h��x� +
1

x
h��x� −

1

x2cos	2f�x�
h�x�

= −
2

x
sin	f�x�

�x� −

1

x2sin	2f�x�
g2�x�

−
2

x
cos	f�x�
��x�g�x� , �3.6b�

with f�x� from Eq. �3.6b�.
The ODE 	Eq. �3.6a�
 for g can be solved by standard

methods �see Appendix B�. The physical solution is the one
that vanishes for x→0; it is proportional to x for x�1. We
find

g�x� = −
4

3

x	x2�4 + x2� + 2�1 + x2�ln�1 + x2�

�1 + x2�2 , �3.7a�

the large-x asymptotic behavior of which is

g�x � 1� = −
4

3
x −

16

3

ln x

x
−

8

3x
+ O� ln x

x2 � . �3.7b�

This determines both the function 
�x� 	Eq. �3.5b�
 and
the inhomogeneity of the ODE 	Eq. �3.6b�
 for h�x�. The
latter can again be solved in terms of tabulated functions �see
Appendix B� but we will need only the two leading terms for
x→�. The physical solution is again the one that vanishes
for x→0, and its large-x asymptotic behavior is

h�x � 1� = −
32

9
x ln x +

536

135
x + O�1/x� . �3.8�

Finally, we need to fix the length scale �. It is determined
by the requirement ��r=R�=0. We find

�2 =�c

2
R�1 +

�2c

R
ln R +

�

R
+ O� ln R

R3/2 �
 , �3.9a�

where

� = �2c� 1

12
�7 − 6d/c2� −

1

2
ln�c/2�
 , �3.9b�

and

c = 4/3, �3.9c�

d = 536/135, �3.9d�

are the absolute values of the coefficients of the terms pro-
portional to x in the large-x expansions of g�x� and h�x�,
respectively. We see that, for R�1, � is indeed proportional
to �R, as we had anticipated above. That is, the characteristic
skyrmion length scale � is the geometric mean of the London
penetration depth � �recall that we measure all lengths in
units of �� and the skyrmion size R. We now can also check
our requirement ���1: from Eq. �3.4a� we see that for r
��, ���r��1 /R, while for r��, ���r� is bounded by a term
proportional to 1 /R1/2. For R large compared to the penetra-
tion depth the condition is thus fulfilled for all r. Similarly,
�a is found to be small compared to a� for all r.

C. Energy of a single skyrmion

By using our perturbative solution in Eq. �2.16�, we are
now in a position to calculate the energy of a single skyr-
mion to O�1 /R2�. It is convenient to first expand the energy
in powers of 1 /�2 and then determine the R dependence by
using Eq. �3.9�.

Let us first consider the supercurrent energy Ec, i.e., the
second term in Eq. �2.16�. It can be written as

Ec/E0 = �
0

R

drr	�a�r�
2 =
1

�6�
0

R

drr	��r/��
2 + O�1/�6� .

�3.10�

Using Eq. �3.5a� we find

Ec/E0 =
32

5

1

�4 + O�1/�6� . �3.11�

Now consider the magnetic energy Em, which is the third
term in Eq. �2.16�. It can be written

Em/E0 = �
0

R

drrb2�r� , �3.12�

with

b�r� =
1

r
a��r� + a�� �r� +

1

r
�a�r� + �a��r� , �3.13a�

as the magnetic induction in our reduced units. Notice that,
in calculating a��r�, ��r� in Eq. �3.1� needs to be expanded to
first order in ��, as noted earlier. The two leading contribu-
tions to b2 are then

b2�r� =
16

�4

1

�1 + x2�4 −
8

�6

1

�1 + x2�2�2
1 − x2

x�1 + x2�2g�x� +
2g��x�
1 + x2

+
1

x
��x� + ���x�
 + O�1/�8� , �3.13b�

where x=r /�. Performing the integral yields

Em/E0 =
8

3

1

�2 −
112

135

1

�4 + O�1/�6� . �3.14�

Finally, we need to calculate the energy Es coming from
the gradient terms in the first term in Eq. �2.16�. The expan-
sion of the two terms in the integrand yields seven integrals
that contribute to the desired order; they are listed in Appen-
dix C. The result is

Es/E0 = 2 +
8

3

1

�2 +
64

9

ln �

�4

+ �−
1832

135
− 2c�2c� + 4c2 ln�2/c�� 1

�4 + O�1/�6� .

�3.15�

Adding the three contributions and using Eq. �3.9�, we
find our final result for the energy of a skyrmion of radius
R�1,
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E/E0 = 2 +
8�6

3

1

R
−

16

3

ln R

R2 −
4

45
	7 + 30 ln�3/2�


1

R2

+ O�ln2 R/R3� . �3.16�

Knigavko et al.16 solved Eq. �2.17� numerically, and
thereby numerically determined the energy, which they fit to
a 1 /R dependence. Their results are shown in Fig. 6 together
with the analytical result given in Eq. �3.16�. The perturba-
tive solution up to O�ln R /R2� was first given in Ref. 21. We
have also solved the equations numerically using spectral
methods to convert the boundary-value problem to a set of
algebraic equations for the unknown coefficients in an ex-
pansion in Chebyshev polynomials.30 For the R range shown
and on the scale of the figure, the result is indistinguishable
from the perturbative one.

IV. OBSERVABLE CONSEQUENCES OF THE SKYRMION
ENERGY

Our calculation of the skyrmion energy in Sec. III has
been for a cylindrically symmetric skyrmion. The result
shows that each skyrmion will try to maximize its radius in
order to minimize the energy, which leads to a repulsive
interaction between skyrmions whose potential is propor-
tional to 1 /R. Skyrmions are thus expected to form a lattice
structure, as do vortices, and they will thus not be cylindri-
cally symmetric since the lattice is not. One expects a hex-
agonal lattice, as in the case of the vortex lattice, and our
treatment involves the same approximation as in the numeri-
cal work of Ref. 16; namely, approximating the hexagonal
unit cell by a circle of the same area. We expect this approxi-
mation to recover the correct scaling of the energy, and re-
producing the coefficients of that scaling to the same accu-
racy as radius of the circle of the same area reproduces the
distance from the center of a hexagon to the nearest point on

its edge, i.e., �2�3 /�−1�0.05. We will now proceed to
calculate observable consequences of the dependence of the
energy on the radius of the unit cell. These include the rela-
tion B�H� between the magnetic induction B and the external
magnetic field H, the elastic properties of the skyrmion lat-
tice and the resulting phase diagram in the H-T plane, and
the �SR signature of the skyrmion lattice.

A. B(H) for a skyrmion lattice

We start by calculating the dependence of the equilibrium
lattice constant R on an external magnetic field H. This is
done by minimizing the energy per unit volume, which is the
energy per unit length per skyrmion 	Eq. �3.16�
 divided by
the area per skyrmion, �R2, plus a reduction in the energy of
−2�0H /4� due to the external field. The latter is obtained
from the last term in Eq. �2.8� by noting that the magnetic
flux �dxdy�ẑ ·b�=2�0 for each skyrmion in the lattice. This
negative external field contribution must also be divided by
�R2 to give the energy per unit volume. Returning to ordi-
nary units, we thus find a Gibbs free energy per unit volume

g�R� =
K

4�2�−
�

R2 +
4�6�

3R3 + O��2 ln�R/��
R4 
� , �4.1�

where K=�0
2 /2��2, and

� � 1 − H/Hc1, �4.2�

with Hc1�K /2�0. For H�Hc1, we have �	0, and the free
energy is minimized by R=�, i.e., the skyrmion density is
zero. This is the Meissner phase. For H	Hc1 the free energy
is minimized by

R = R0 = 2�6�/� , �4.3�

and there is a nonzero skyrmion density. We see that Hc1 is
indeed the lower critical field. Note that the equilibrium flux
lattice constant R0 diverges as 1 /�, whereas in the case of a
vortex lattice it diverges only logarithmically as ln�1 /��.1
For the averaged magnetic induction B=2�0 /�R0

2, this im-
plies

B�H� =
1

3
Hc1�2. �4.4�

For H→Hc1 from above, B�H� in the case of a skyrmion
lattice thus vanishes with zero slope, whereas in the case of a
vortex lattice it vanishes with an infinite slope.1 This result,
with a slightly different prefactor, was first obtained from the
aforementioned numerical determination of E�R� in Ref. 16.
Note that the only material parameter that appears in this
expression for B is Hc1.

B. Elastic properties of the skyrmion lattice

Now we turn to the elastic properties of skyrmion lattice.
Let the equilibrium position of the ith skyrmion line be de-
scribed by a two-dimensional lattice vector Ri= �Xi ,Yi�, and
the actual position by

FIG. 6. Numerical data for the energy per skyrmion per unit
length �circles� together with the best fit to a pure 1 /R behavior
�dashed line� from Ref. 16, and the perturbative analytic solution
given by Eq. �3.16� �solid line�. A numerical solution using spectral
methods is indistinguishable from the perturbative one.
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ri�z� = 	Xi + ux�Ri,z�,Yi + uy�Ri,z�,z
 , �4.5�

where u= �ux ,uy� is the two-dimensional displacement vec-
tor, and we use z as the parameter of the skyrmion line. The
strain tensor u�
 is defined as

u�
�x� =
1

2
� �u�

�x


+
�u


�x�
� . �4.6�

For a hexagonal lattice of lines parallel to the z axis, the
elastic Hamiltonian is31

Hel =
1

2
� dx�2�	u�
�x�u�
�x�
 + �L	u���x�
2

+ Ktilt��zu�x��2� . �4.7�

Here summation over repeated indices is implied. �, �L, and
Ktilt are the shear, bulk, and tilt moduli, respectively, of the
lattice, and we now need to determine these elastic constants.

The combination �+�L can be obtained by considering
the energy change in the system upon a dilation of the lattice.
Let R change from R0 to R0�1+��, with a dilation factor �
�1. Such a dilation corresponds to a displacement field
u�x�=�x�, where x� is the projection of x perpendicular to
the z axis.31 The strain tensor is thus u�
=���
. Inserting this
in the elastic Hamiltonian 	Eq. �4.7�
 yields the energy per
unit volume for the dilation,

Edil/V = 2�� + �L��2. �4.8a�

This should be compared with the energy as given by Eq.
�4.1�,

Edil/V = g	R0�1 + ��
 − g�R0� =
1

2
� �2g

�R2�
R0

��R0�2 =
K�3

96�2�2�2.

�4.8b�

Comparing Eqs. �4.8a� and �4.8b� yields

� + �L = K�3/192�2�2. �4.9�

To obtain � �or �L� separately, we need to consider shear
deformations, which change the shape but not the area of the
unit cell. Here we will give some elementary arguments that
give the correct scaling of � with � �but not the correct
prefactors�; in Appendix D we present a more technical and
thorough treatment. The salient question is the functional
form of the skyrmion pair potential V�r� that results in the
Gibbs free energy given in Eq. �4.1�. V�r��1 /r is not the
correct answer, the leading R dependence of E in Eq. �3.16�,
or the second term in Eq. �4.1�, notwithstanding, since �
constitutes an additional length scale that depends on R. In
Appendix D 	see Eq. �D5�
 we show that

V�r� � K�R�−1/r�, �4.10�

with �	2 and the proportionality constant a number of
O�1�. This result allows us to estimate the shear modulus as
follows.

If the lattice is subjected to a uniform x-y shear—i.e., a
displacement field u�x�=2�yx̂—for which uxy =uyx=�, and
all other components of u�
=0, the elastic energy 	Eq. �4.7�

predicts an elastic energy per unit volume of

E/V = 2��2. �4.11�

Such a shear skews each fundamental triangle of the skyr-
mion lattice by displacing the top �or bottom, for the
downward-pointing triangles� to the right �or the left, for
downward-pointing triangles� by an amount of order of �R0,
where R0 is the skyrmion lattice spacing found earlier 	Eq.
�4.3�
 �see Fig. 7�.

This shortens the length of one bond of the triangle from
R0 to R0	1−�3� /2+9�2 /8+O��3�
, and it lengthens to other
bond to R0	1+�3� /2+9�2 /8+O��3�
. Hence, the linear in �
change in the “equivalent potentials” of these two bonds can-
cels, and the total change ��E / triangle� in the energy per
unit length of fundamental triangle, per triangle, is given by:

�E

triangle
=

3

4
	3R0V��R0� + V��R0�
�2 + O��3� . �4.12�

With V�r� as given by Eq. �4.10� we find

�E

triangle
=

K�

R0
�2 � O�1� . �4.13�

Notice that the prefactor of O�1� is proportional to ���−2�,
and hence positive only for �	2, which is ascertained by the
arguments given in Appendix D. This is the change in energy
per unit cell. To get the energy per unit volume, we must
divide by the unit-cell area, which is �R0

2. Doing so gives

�E

V
=

K�

R0
3 �2 � O�1� . �4.14�

Comparing this with Eq. �4.11� then determines �,

� =
K�

R0
3 � O�1� . �4.15�

Using Eq. �4.3� for R0 then leads to our final result for �,

� =
K�3

�2 � O�1� . �4.16a�

From Eq. �4.9� we see that the bulk modulus or Lamè coef-
ficient is given by the same expression,

FIG. 7. Shearing of the skyrmion lattice results in a change in
the distance between skyrmion centers, and hence in their effective
interaction. See the text for additional information.
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�L =
K�3

�2 � O�1� . �4.16b�

These elementary considerations yield the homogeneous or
local �zero-wave-number� values of the elastic moduli, and
they take into account only nearest-neighbor interactions. In
Appendix D we show that the scale of the wave-number
dependence of � and �L is given by the inverse lattice spac-
ing, 1 /R0, so taking into account nonlocal effects just
changes the prefactors of O�1� in the considerations below.
We also go beyond the nearest-neighbor approximation and
show that, again, only the numerical values of prefactors are
affected by this approximation.

We now turn to the tilt modulus Ktilt. This can be obtained
by considering a uniform tilt of the axes of the skyrmions
away from the z axis, i.e., away from the direction of the
external magnetic field H, by an angle ��1. For small �,
�= ��u /�z�. Therefore, the tilt energy in Eq. �4.7� is identical
with the change in the B ·H term in Eq. �2.8�. This contribu-
tion to the energy is, per unit length and in ordinary units,
given by −�0H cos � /2�, and its change due to tilting is
�0H�1−cos �� /2���0H�2 /4�=�0H��zu�2 /4�. Dividing
this result by the unit-cell area �R0

2, using Eq. �4.3� for R0,
and identifying the result with the tilt term in the elastic
Hamiltonian 	Eq. �4.7�
, yields Ktilt in the vicinity of Hc1,

Ktilt =
1

12�
Hc1

2 �2. �4.17�

Again, this is the zero-wave-number value of Ktilt. In Appen-
dix D we show that taking into account the wave-number
dependence of Ktilt leads only to quantitative changes in our
conclusions.

We now are in a position to calculate the mean-square
positional fluctuations ��u�x��2�. Taking the Fourier transform
of Eq. �4.7�, and using the equipartition theorem, yields

��u�x��2�T =
kBT

V
�

q�BZ

1

�q�
2 + Ktiltqz

2 �4.18a�

for the transverse fluctuations and

��u�x��2�L =
kBT

V
�

q�BZ

1

�2� + �L�q�
2 + Ktiltqz

2 �4.18b�

for the longitudinal ones. Here q� and qz are the projections
of the wave vector q orthogonal to and along the z direction,
respectively. The Brillouin zone �BZ� of the skyrmion lattice
is a hexagon �which we have approximated by a circle� of
edge length O�1� /R0 in the plane perpendicular to the z axis,
and extends infinitely in the z direction.

Since � and �L are the same apart from a prefactor of
O�1� which we have not determined 	see Eq. �4.16�
, the
same is true for the transverse and longitudinal contributions
to the fluctuations, and it suffices to consider the former.
Performing the integral over qz yields

��u�x��2� = ��u�x��2�L + ��u�x��2�T � ��u�x��2�T

=
kBT

��Ktilt
�

BZ

d2q�

8�2

1

q�

. �4.19�

The remaining integral over the perpendicular part of the
Brillouin zone is proportional to 1 /R0, and using Eqs. �4.3�
we obtain

��u�x��2� =
kBT

�Hc1
2

1

�3/2 � O�1� . �4.20�

Using Eq. �4.3� again we see that, near Hc1, ��u�x��2��R0
3/2

�R0
2. That is, in this regime the positional fluctuations are

small compared to the lattice constant, which tells us that the
lattice will be stable against melting. To elaborate on this, let
us consider the Lindemann criterion for melting, which states
that the lattice will melt when the ratio �L= ��u�x��2� /R0

2 ex-
ceeds a critical value �c=O�1�. In our case,

�L =
kBT

Hc1
2 �5/2�1/2 � O�1� . �4.21�

As H→Hc1, �→0, and the Lindemann ratio vanishes.
Hence, the skyrmion lattice does not melt at any temperature
for H close to Hc1.

We finally determine the shape of the melting curve
Hm�T� near the superconducting transition temperature Tc.
Since, in mean-field theory, Hc1� �Tc−T�, and ��1 /�Tc−T,1

we find from Eq. �4.21� by putting �L=const=O�1�,

Hm − Hc1 � �Tc − T�5/2. �4.22�

The resulting phase diagram is shown schematically in
Fig. 8. Comparing with Fig. 1 we see the qualitative differ-
ence between the vortex and skyrmion flux lattices: whereas
the vortex lattice always melts near Hc1, the skyrmion lattice
melts nowhere near Hc1. This is a direct consequence of the
power-law interaction between skyrmions 	Eq. �4.10�
, as
opposed to the screened Coulomb interaction between vorti-
ces, and it agrees with what one would intuitively expect: the
power-law interaction means a skyrmion lattice is stiffer than
a vortex lattice, and hence harder to melt. We also mention
again that we have used the local elastic constants to deter-
mine the qualitative phase diagram near Hc1. As shown in
Appendix D, and mentioned after Eq. �4.16� above, the scale
for the wave-number dependence of the elastic constants is
given by 1 /R0, and they therefore show only a mild wave-
number dependence within the first Brillouin zone. As a re-
sult, the Lindemann criterion with local elastic constants is
qualitatively accurate, and quantitatively to within a factor of
2 or so. This is in contrast to the case of a vortex lattice near
Hc2, where the scale for the wave-number dependence of the
elastic constants is given by 1 /�. Yet 1 /��� /R0 so the
elastic constants show a large variation for wave numbers
within the first Brillouin zone that needs to be taken into
account.5 The technical underpinnings of the qualitative ar-
guments given above are presented in Appendix D.
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C. �SR signature of a skyrmion flux lattice

Muon spin rotation ��SR� is a powerful tool which has
been extensively applied in study of the vortex state in
type-II superconductors.32,33 A crucial quantity in this type of
experiment is the �SR line shape n�B�, which is the prob-
ability density that a muon experiences a local magnetic in-
duction B and precesses at the Larmor frequency that corre-
sponds to B. It is defined as

n�B� � ��	B�x� − B
� , �4.23�

where B�x� is the magnitude of the local magnetic induction
and �¯� denotes the spatial average over a flux lattice unit
cell.

To predict the �SR line shape for a skyrmion flux lattice
near Hc1, it is sufficient, for large R0, to use only the lowest
solution for the magnetic induction obtained in Sec. III A.
Inserting Eq. �3.3� into Eq. �3.1�, we find for the magnetic
induction in reduced units

b�r� = −
4�2

�r2 + �2�2 . �4.24�

Restoring physical units then gives

B�r� =
Hc1�2

2

�2

�r2 + �2�2 , �4.25�

where we have dropped the minus sign since only the mag-
nitude of B can be detected in �SR measurements.

From Eq. �4.23� we then find, for H near Hc1, where our
theory is valid,

n�B� =
1

24�2
�Hc1�

B
�3/2 1

Hc1
�skyrmions� . �4.26�

Of course, n�B� is only nonzero for those values of B that
actually occur inside the unit cell of the skyrmion lattice.
From Eq. �4.25�, we see that the maximum value of B will
occur at the center of the unit cell �r=0�, which gives

�B�max = �B�r = 0�� =
Hc1�2

2�2 =
Hc1�

8
. �4.27a�

The minimum value of B occurs at the edge of the unit cell
�i.e., r=R�, where Eq. �4.25� gives

�B�min = �B�r = R�� =
Hc1�2�2

2R4 =
Hc1�3

288
. �4.27b�

In the second equalities in Eq. �4.27� we have used Eqs. �3.9�
and �4.3� to express � in terms of R and R in terms of �,
respectively.

To summarize, the prediction of our cylindrical approxi-
mation for n�B� is that the simple power law Eq. �4.26� holds
for Bmin�B�Bmax. For B�Bmin or B	Bmax, n�B�=0.

Since the above results were derived in the cylindrical
approximation, we expect the numerical coefficients in Eq.
�4.27� to be off by the approximately 5%, mentioned in the
opening paragraph of Sec. IV throughout most of the range
Bmin�B�Bmax. When B gets close to Bmin, however, we
expect more radical departures from the cylindrical approxi-
mation. This is because contours of constant B near the edge
of the hexagonal unit cell will, for B within 5% or so of Bmin
or so start intersecting the unit-cell boundary, leading to van
Hove-type singularities in n�B�. Such subtleties cannot be
captured within the cylindrical approximation. Note that,
however, they only occur over a very small range of B; for
the remainder of the large window Bmin�B�Bmax �which
spans three decades even for � as big as 0.2�, Eq. �4.26�
holds, up to the aforementioned 5% numerical error in its
overall coefficient.

To compare this result with the corresponding one for a
vortex flux lattice, we recall that, in that case, B�r� is given
by a modified Bessel function which for distances r�� takes
the form

B�r� �
1

�r/�
e−r/�. �4.28�

For small B, we then find from Eq. �4.23�

n�B� �
ln�1/B�

B
�vortices� . �4.29�

We see that the �SR line shape is qualitatively different in
the two cases due to the algebraic nature of B�r� in the skyr-
mion case versus the exponential decay in the vortex case.

V. CONCLUSION

In summary, we have considered properties of a flux lat-
tice formed by the topological excitations commonly referred
to as skyrmions rather than by ordinary vortices. For strongly
type-II materials in the 
 phase, skyrmions are more stable
than vortices.16 We have presented an analytical calculation
of the energy of a cylindrically symmetric skyrmion of ra-

H c2

H c1

Tc

Normal State

Skyrmion

Meissner Phase

Lattice

Skyrmion
Liquid

Hmelt

H

T

FIG. 8. External field �H� vs temperature �T� phase diagram for
skyrmion flux lattices. In contrast to the vortex case �see Fig. 1�,
there is a direct transition from the skyrmion flux lattice to the
Meissner phase. The theory predicts the shape of the melting curve
only close to Tc 	see Eq. �4.22�
; the rest of the curve is an educated
guess.
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dius R up to O�1 /R2� in an expansion in powers of 1 /R. This
provides excellent agreement with numerical solutions of the
skyrmion equations. The interaction between neighboring
skyrmion cells falls off only as the inverse lattice constant, in
contrast to the exponentially decaying interaction between
vortices. As a result, the elastic properties of a skyrmion flux
lattice are very different from those of a vortex flux lattice,
which leads to qualitatively different melting curves for the
two systems. The phase diagram thus provides a smoking
gun for the presence of skyrmions. In addition, the �SR line
width for skyrmions is qualitatively different from the vortex
case.

We finally mention three limitations of our discussion.
First, we have restricted ourselves to a discussion of a par-
ticular p-wave ground state, namely, the nonunitary state
sometimes referred to as the 
 phase. This state breaks time-
reversal symmetry, and the recently reported absence of ex-
perimental evidence for the latter in Sr2RuO4 �Ref. 34� sug-
gests to also consider other possible p-wave states and their
topological excitations, in analogy to the rich phenomenol-
ogy in helium 3.11 Second, in a real crystalline material,
crystal-field effects will invalidate our isotropic model at
very long distances and cause the skyrmion interaction to fall
off exponentially. This is the same effect that makes, for
instance, the isotropic Heisenberg model of ferromagnetism
inapplicable at very long distances and gives the ferromag-
netic magnons a small mass. It should be emphasized that
this is usually an extremely weak effect that is also material
dependent. Once p-wave superconductivity has been firmly
established in a particular material, this point needs to be
revisited in order to determine the energy scales on which the
above analysis is valid. Third, we have worked in a saddle-
point approximation and have systematically neglected fluc-
tuations. One might wonder whether taking fluctuations into
account would qualitatively alter our results. We note that in
conventional bulk superconductors the Ginzburg criterion
tells us that fluctuations are unimportant except in an unob-
servably small temperature regime around the superconduct-
ing phase transition. This is a result of the long coherence
length in most superconductors. High-Tc superconductors are
a different case due to their short coherence length, and fluc-
tuations are important. Analogously, our saddle-point treat-
ment of p-wave superconductors is valid as long as the co-
herence length is large. In any case, the saddle-point theory
presented here provides a basis for the treatment of fluctua-
tion effects should future experiments identify p-wave super-
conductors with a short coherence length.
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APPENDIX A: PROPERTIES OF ORTHOGONAL UNIT
VECTORS

Let n̂ and m̂ be orthogonal real unit vectors, and l̂= n̂
�m̂. Then the normalization condition n̂in̂i= m̂im̂i=1 and the
orthogonality condition n̂im̂i=0 imply

n̂j�in̂j = m̂j�im̂j = 0, �A1a�

n̂j�im̂j = − m̂j�in̂j . �A1b�

With these relations it is straightforward to show that

�in̂j�in̂j + �im̂j�im̂j = 2�n̂j�im̂j��n̂k�im̂k� + �il̂ j�il̂ j . �A2�

Finally, in regions where l̂�x� is differentiable, the
Mermin-Ho relation35 holds,

l̂ · ��il̂ � � jl̂� = �in̂ · � jm̂ − �im̂ · � jn̂ . �A3�

APPENDIX B: SOLUTIONS OF THE ODES FOR g and
h

The functions g and h in Sec. III B both satisfy an ODE of
the form 	see Eqs. �3.5�


F��x� +
1

x
F��x� −

�x4 − 6x2 + 1�
x2�1 + x2�2 F�x� = q�x� , �B1�

with an inhomogeneity q given by the right-hand side of Eq.
�3.6a� and �3.6b�, respectively. It is easy to check that the
corresponding homogeneous equation, obtained from Eq.
�B1� by putting q�x��0, is solved by

Fh�x� = x/�1 + x2� . �B2�

�This is the solution that vanishes as x→0. The second so-
lution diverges in this limit.� Now write F�x�=Fh�x�G�x�,
and let y�x�=G��x�. Then y is found to obey the elementary
first-order ODE,

y��x� + p�x�y�x� = q�x�/Fh�x� , �B3a�

with

p�x� = 	2Fh��x� + Fh�x�/x
/Fh�x� . �B3b�

The solution is

y�x� = e−�dxp�C1 +� dxqe�dxp
 , �B4�

with C1 as an integration constant. A second integration
yields G�x�, and hence F�x� in terms of two integration con-
stants. The latter can be determined by requiring that for
small x the solution coincides with the asymptotic solution
that vanishes as x→0. By using a power-law ansatz for g
and h in Eq. �3.6�, we find g�x→0�=−8x3+O�x4�, and h�x
→0�=256x3+O�x4�, which suffices to fix the integration
constants. For g�x� we find the expression given in Eq.
�3.7a�. For h�x� we obtain
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h�x� =
1

	270x�1 + x2�4

�592 + 2x2	8�− 1119 + 90x2 + 286x4 + 240x6 + 30x8� + 10 320�1 + x2�3


+ 2296�− 1 + x2��1 + x2�4 + 4x2�1 + x2�3 + 1704 ln x + 32 ln�1 + x2�	− 30 + 142x2 + 276x4 + 171x6

+ 52x8 − 15x10 − 15�3 + x2��x + x3�2 ln�1 + x2�
 − 1920x2�1 + x2�3Li2�− x2�� , �B5�

with Li as the polylogarithm function. The asymptotic be-
havior for large x is given by Eq. �3.8�.

APPENDIX C: CONTRIBUTIONS TO Es

By expanding the integrand of the first term in Eq. �2.16�,
we can express the energy Es to O�1 /R2� in terms of seven
integrals,

Es/E0 = �
i=1

7

Ii + O�1/�6� , �C1�

with

I1 = 4�
0

R/�

dx
x

�1 + x2�2 , �C2a�

I2 =
2

�2�
0

R/�

dx
1

1 + x2� �x2 − 1�
x2 + 1

g�x� − xg��x�
 , �C2b�

I3 =
1

2�4�
0

R/�

dx�x	g��x�
2 +
�x4 − 6x2 + 1�

x�1 + x2�2 g2�x�� ,

�C2c�

I4 =
2

�4�
0

R/�

dx
1

1 + x2� �x2 − 1�
x2 + 1

h�x� − xh��x�� , �C2d�

I5 =
1

�6�
0

R/�

dx�xg��x�h��x� +
�x4 − 6x2 + 1�

x�1 + x2�2 g�x�h�x�� ,

�C2e�

I6 = −
4

3�6�
0

R/�

dx
�x2 − 1�
�1 + x2�2g3�x� , �C2f�

I7 = −
1

6�8�
0

R/�

dx
�x2 − 1�2

x�1 + x2�2g4�x� . �C2g�

Evaluating the integrals to O�1 /�4� yields Eq. �3.15�.

APPENDIX D: WAVE-NUMBER DEPENDENCE OF THE
ELASTIC CONSTANTS

In this appendix we provide the technical details that un-
derlie the arguments given in Sec. IV B. The conclusion is
that, for skyrmion lattices near Hc1, as opposed to vortex

lattices near Hc2, the wave-number dependence of the elastic
constants is not of qualitative importance for the shape of the
phase diagram. For the shear and bulk moduli we reach this
conclusion by a qualitative determination of the positional
fluctuations of the skyrmion lattice that takes into account
nonlocal elastic constants and yields the same result as the
calculation in Sec. IV B. For the tilt modulus, length scale
considerations show that its dispersion does not change our
results for the melting curve either.

1. Shear and bulk moduli

For the shear and bulk moduli we consider, as in Sec.
IV B, a set of N parallel skyrmion lines described by a set of
set of two-dimensional vectors ri �i=1, . . . ,N� that are close
to, but not necessarily identical with, the equilibrium lattice
sites Ri. For simplicity, we consider fluctuations in the plane
perpendicular to the skyrmion lines only, i.e., we calculate
the wave-number dependence of the shear modulus � and
the bulk modulus or Lamé coefficient �L. The energy per unit
length of this system of skyrmions can be written as

E/Lz = 2NE0 + 2 �
ri�rj

V�ri − r j� , �D1�

with 2E0 as the energy per unit length of a single skyrmion in
an infinite system defined after Eq. �2.16�, Lz as the length of
the system in the direction of the applied magnetic field
�which we take to be the z direction�, and V as the skyrmion-
skyrmion interaction potential. Our goal is now to deduce
information about the potential V from the information we
have about skyrmions that form a perfect lattice. In the latter
case, Eq. �D1� simplifies to

E/2NLz = E0 + �
Ri�0

V�Ri� = E0�1 +
4�6

3

�

R
� , �D2�

where we have used the leading-order result from Eq. �3.16�,
with R as the lattice spacing, and we have restored ordinary
units. Furthermore, the function V�r� must have the same
scaling form as any other function of position we have con-
sidered so far, namely,

V�r� = E0� �

�
��

f�r/�� , �D3�

with � as the characteristic skyrmion length from Eq. �3.9a�.
We need to evaluate V�r� only for distances �r��R, and since
R�� in the region near Hc1 we are interested in, we need the
scaling function f in Eq. �D3� only in the limit f�x�1�. Let
us anticipate �we will verify this later� that, in this limit, f
shows a power-law behavior,
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f�x � 1� = c�x−�, �D4�

with c� as a constant of O�1�. The scaling law 	Eq. �D3�

then implies, in this limit,

V�r� = c�E0� �

�
����

r
��

= c�E0
��+�

��r� . �D5�

Inserting this into Eq. �D2� yields

c�

��+�

�� �
Ri�0

1

�Ri��
=

4�6

3

�

R
. �D6�

One constraint imposed by the relation is that the sum on the
left-hand side must converge, which implies �	2. Addi-
tional information can be gained by scaling the lattice con-
stant out of relation �D6�. To this end, we write Ri=Rsi,
where si is a dimensionless vector that runs over the sites of
a hexagonal lattice with a unit lattice constant. Using this and
Eq. �3.9a�, in Eq. �D6� gives

c�g����2

3
���+��/4�R

�
���−��/2

=
4�6

3

�

R
, �D7a�

which confirms our power-law ansatz 	Eq. �D4�
 and implies

� = � − 2. �D7b�

Here g�����si�01 / �si��=O�1� is a number of order unity for
all values of � for which the sum converges. Note that it does
not depend on R, �, or any other material parameter. From
Eq. �D5� we thus obtain

V�r� = C�E0
�2��−1�

��−2r� , �D8�

where C� is another constant of O�1�. This, together with
expression �3.9a� for �, suffices for a determination of the
positional fluctuations, as we will now show.

Consider Eq. �D1� again, and write 	see Eq. �4.5�
 ri=Ri
+u�Ri�, where u�Ri� denotes the displacement field. If we
expand to bilinear order in the displacement, we obtain for
the �Gibbs free� energy change per unit volume due to the
lattice deformation

�g =
1

A� �
Ri�Rj

�2V

�r� � r

�

r=Ri−Rj

	u��Ri� − u��R j�


�	u
�Ri� − u
�R j�
 , �D9�

where A=LxLy =N�R2 is the cross-sectional area of the sys-
tem, and a summation over repeated vector indices is im-
plied. Performing a Fourier transform yields, after simple
manipulations,

�g = �
q�

C�
�q��u��q��u
�− q�� , �D10a�

where q� runs over the first Brillouin zone of the lattice and
denotes the component perpendicular to the z direction of a
three-dimensional wave vector q. Here

C�
�q�� =
2

�R2� �
Ri�0

�2V

�r� � r

�

r=Ri

	1 − cos�q� · Ri�
 .

�D10b�

For q�→0, C�
 vanishes as q�
2 . Furthermore, the hexagonal

symmetry of the equilibrium lattice implies that C�
 must
have the form

C�
�q�� = ��q��q�
2 ��
 + 	��q�� + �L�q��
q��q�
.

�D11a�

Here

��q�� =
1

�
� �

Ri�0
P�
�q̂��

�2V

�r� � r

�

r=Ri

1 − cos�q� · Ri�
�q�R�2 ,

�D11b�

and

�L�q�� = − 2��q��

+
2

�
� �

R0�0
L�
�q̂��

�2V

�r� � r

�

r=Ri

1 − cos�q� · Ri�
�q�R�2 ,

�D11c�

are the wave vector dependent shear and bulk moduli, re-
spectively. L�
�q̂��=q��q�
 /q�

2 and P�
�q̂��=��

�

−L�

� �q̂�� are projection operators that depend only on the

unit vector q̂�=q� /q�, and ��

� is the two-dimensional Kro-

necker symbol.
The preceding considerations are completely general.

Now consider the specific potential given in Eq. �D8�, which
yields

� �2V

�r� � r

�

r=Ri

= E0
�2��−1�

��−2 T�
�R̂i�/�Ri��+2, �D12a�

where

T�
�R̂i� = C��	�� + 2�R0�R0
/Ri
2 − ��


� 
 �D12b�

is independent of the lattice constant R. Inserting Eq. �D11�
into Eqs. �D11b� and �D11c� yields

��q�� = E0
�

R3 f��q�R,�� , �D13a�

B�q�� � 2��q�� + �L�q�� = E0
�

R3 fB�q�R,�� ,

�D13b�

where

f��q�R,�� = �2

3
���−1�/2 P�
�q̂��

�q�R�2

1

�
�
si�0

T�
�ŝi�
�si��+2

��1 − cos	q�R�si · q̂��
� , �D13c�
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fB�q�R,�� = �2

3
���−1�/2L�
�q̂��q��q�
R2

�q�R�4

2

�
�
si�0

T�
�ŝi�
�si��+2

��1 − cos	q�R�si · q̂��
� . �D13d�

These functions depend on the angle � between q� and, say,
the x direction. For q�=0, we have ��B�1 /R3, in agree-
ment with Eqs. �4.15�. For q��0 these elastic coefficients
depend on the modulus of q� only through the combination
q�R. Therefore, the scale of the q� dependence is given by
1 /R. This is a consequence of the scaling properties of the
skyrmion solution, which manifest themselves in Eq. �D3�.
Moreover it means that the wave-number dependence of �
and �L is not important for determining the qualitative shape
of the phase diagram near Hc1.

2. Tilt modulus

As mentioned in Sec. IV B, the tilt energy is given by the
magnetic energy contribution in Eq. �2.8�. It can be calcu-
lated by a generalization of the method used in Appendix D
1. This is more involved than the calculation of � and �L
since the dependence of the magnetic induction on the dis-
placement field u is complicated. However, its qualitative

behavior can be deduced by the following simple arguments.
The length scale for the decay of the magnetic induction
around a skyrmion line is given by � 	see Eq. �4.25�
. There-
fore, the scale of the qz dependence of Ktilt is given by 1 /�.
�Notice that there is no periodicity in the z direction, and
hence the Brillouin zone extends to infinity in the qz direc-
tion. For a vortex lattice, the corresponding scale is 1 /�.�
From Eqs. �4.18a� and �4.18b� we see that the dominant con-
tribution to the integrals that determine the mean-square po-
sitional fluctuations comes from qz on the order of
�� /Ktiltq���� /Ktilt /R. Now, �� /Ktilt��1/2 	see Eqs.
�4.16� and �4.17�
, which vanishes as H→Hc1. Therefore,
only values of qz up to qz

max��1/2 /R�1 /R�1 /� are rel-
evant for the elastic properties, and the wave-number depen-
dence of Ktilt, which becomes appreciable only for qz	1 /�,
is inconsequential.

These results corroborate the considerations in Sec. IV B,
which allowed us to use local elastic constants for the quali-
tative determination of the phase diagram. It is easily con-
firmed that an explicit calculation of the positional fluctua-
tions, using expression �D13� for the wave vector dependent
elastic coefficients � and �L, and including the tilt modulus,
recovers Eq. �4.20�.
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